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Abstract—Multi-Channel Access has the potential to solve the
throughput and scalability issues that mar the performance of
802.11 mesh and adhoc networks. It allows multiple simulta-
neous transmissions in a radio neighborhood thereby increasing
network throughput and scalability. In spite of this potential, it is
limited to simulation studies and its implementation on hardware
is rare. In this demo, we demonstrate working of a dynamic
multi-channel access 802.11 network prototype. The prototype
is based on a MAC protocol called Cooperative Asynchronous
Multi-channel MAC (CAMMAC), which features multi-channel
use in single antenna, asynchronous mesh/ad hoc network. The
protocol employs a unique control-plane cooperation approach
to achieve dynamic multi-channel access. The implementation is
done using COTS WiFi cards and the ath5k Linux driver. To the
best of our knowledge, this is the first work that implements
dynamic multi-channel access using COTS Wi-Fi cards. The
demo clearly demonstrates the performance superiority of multi-
channel access over traditional single channel access under heavy
traffic conditions.

I. INTRODUCTION

802.11 mesh networks still suffer from throughput and
scalability issues that will worsen as the technology usage is
growing exponentially. One of the reasons behind the issues
can be attributed to the single channel MAC design used by
the 802.11 standard. In a mesh/adhoc scenario where multiple
devices try to communicate, single channel use can act as
a bottleneck to throughput and scalability. Also, the 802.11
standard theoretically has 3 and 20 orthogonal channels in 2
and 5GHz bands respectively. But the 802.11 network uses
only single channel even when other channels may be free,
which is very inefficient. To this end, Multi-channel access
can provide a solution to the woes of 802.11 mesh/adhoc
networks by allowing them to use all possible channels in
the mentioned bands. Multi-channel MAC enables a node to
access multiple channels and allows multiple simultaneous
transmissions in a given radio neighborhood. This boosts the
network throughput and allows more nodes in the network.
Although, sufficient theoretical research [1]–[10] related to the
multi-channel access is present, its experimental prototypes are
rare.

In this demo, we have demonstrated working and advantages
of the multi-channel access by building a dynamic multi-
channel 802.11 network prototype using COTS Wi-Fi cards
and open source Linux drivers. The prototype is based on
a MAC protocol called Cooperative Asynchronous Multi-
channel MAC (CAMMAC) [11], which features multi-channel
use in single antenna, asynchronous mesh and adhoc networks.
The demo also demonstrates a unique way that CAMMAC
employs to achieve multi-channel access. This new approach
of node cooperation provides an easy and low cost multi-

Fig. 1: Protocol features.

channel access solution as compared to previous proposed ap-
proaches [1]–[10] by precluding the need for synchronization
and additional hardware.

II. MAC PROTOCOL BASICS

CAMMAC is based on a new notion of control plane
cooperation to solve the Multi-channel Coordination problem
(MCC) [11]. Prior works propose solutions that either use
dedicated radios or rely on time synchronization, which is
cost inefficient or incurs significant overhead. By contrast,
CAMMAC exploits neighboring nodes as another resource to
solve the problem, providing a single-radio and asynchronous
solution. For the prototype, we modified CAMMAC by reduc-
ing the number of control packets to make it more robust.

In the protocol, nodes maintain a spectrum usage table that
stores channels that are currently in use in the network. There
is a control channel shared by all the nodes to allow them to
1) negotiate data channels 2) alert a pair of nodes of MCC
problem. On the control channel, nodes negotiate for a data
channel by following a handshake called control session as
shown in Fig. 1. In the control session, a sender and a receiver
negotiate a data channel using an mRTS/mCTS exchange,
which is followed by a cooperation phase (Cocola) where
neighbors can alert the pair of any MCC problem by sending
INV packet. Then in the data session, both nodes switch to
their chosen data channel and the sender senses the channel for
duration Tcs, and if free, sends packets to the receiver based on
a transmission opportunity (TxOp) limit. The receiver replies
with a combined ACK (cACK) at the end of the TxOp.

III. IMPLEMENTATION

The implementation of the prototype is done using a de-
velopment platform that consists of Linux OS, ath5k driver
and commercial WiFi cards. We introduced the CAMMAC
protocol design as a software MAC as shown in Fig 3 by
modifying the mac80211 stack, ath5k driver (2.6.30) and



Fig. 2: Demo setup.

Fig. 3: Software MAC.

register values of the Wi-Fi card. We also disabled most part of
the 802.11 control logic (distributed coordination function) in
the card excluding carrier sensing. The software MAC control
unit consists of 19 control logic states called internal control
states, 9 timers and associated handlers. The unit uses current
and previous state flags, high resolution timers, tasklets and
hard interrupts from the hardware for running the control state
machine in the driver.

IV. DEMONSTRATION

A. Description

The demonstration scenario shown in Fig. 2 consists of 7
laptops. The laptops form a mesh network, with 7 mesh points
(MP). The 3 pairs in the center will be used to show throughput
performance. In the topmost pair, one MP will stream a high
definition video to the other one that will show qualitative
performance. The other 2 pairs will be used for UDP traffic
transfer using Iperf to show quantitative performance. The idle
MP will act as a cooperative node by alerting the pairs of any
channel conflict.

The demo consists of three phases; 1) original 802.11, 2)
CAMMAC with 2 data channel and 3) CAMMAC with 3
data channel. In the first phase, we use original 802.11 MAC
protocol and show throughput performance of the pairs. In
the second phase, we use CAMMAC with 2 data channels. In
this phase, there will be three pairs but only 2 data channels,
so idle MP will cooperate and alert nodes of any possible
channel conflict. In the third phase, 3 data channels are used
by three pairs and collision is avoided by a proper channel
selection strategy used by CAMMAC(choose the previously
used channel first). By varying the Iperf traffic (Flow 2+3),
we will show the effect on the video streaming in each phase.
In case of the first phase where we use the original 802.11,
the video hangs on applying heavy Iperf load (6Mbps). For

Fig. 4: Throughput comparision: CAMMAC vs 802.11 MAC.

Fig. 5: INV sent in phase 2.

the second and third phase, video plays smoothly for high
loads (6Mbps) as the multi-channel access MAC allows nodes
to use all the available data channels. This is not possible in
case of the original single channel 802.11 MAC even when
the channels are available. All the channels used in this demo
will be in the 5 GHz band.

B. Results

Fig. 4 shows aggregated throughput (Flow 1+2+3) results
for the Fig. 2 setup where all the traffic was (Flow 1,2,3)
Iperf traffic. The results are for the three demo phases as
described before. The first phase was divided into two phases
based on the original 802.11 MAC (w RTS-CTS and w/o
RTS-CTS) that used a single channel. For the CAMMAC,
one unused channel was used as the control channel and,
three (CAMMAC 3datachnl) and two (CAMMAC 2datachnl)
unused channels were used as data channels. TxOp limit
of 11 msec was used for the CAMMAC. As shown, the
performance of CAMMAC slightly trails behind the 802.11
when traffic load (sum of applied iperf loads at the 3 Tx) is
low. This is because a single channel is sufficient for mild
channel contention, so the control session in CAMMAC acts
as an overhead and degrades the performance. As shown in
Fig. 5, we found that there was no INV sent when the load
was less than 4 Mbps that also shows less contention. After
that, as the traffic load increases, channel contention becomes
more prominent and the single channel is no longer sufficient.
As such, the throughput of 802.11 (w/o RTS-CTS) saturates
below 18 Mbps and 80211(RTS-CTS) around 15.5 Mbps. For
the CAMMAC, performance is far better than 802.11 due
to its multi-channel use enabled by the multi-channel access
MAC as compared to the fixed channel MAC use. Although
the contention for the control channel also increases, it is



much lower than data channel contention because of the small
control-session duration.

C. Procedural Details

The demo requires a table with sufficient space to place 7
laptops. The laptops will require 7 power points for power
supply. The setup time for the demo is 10 minutes.
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